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VTK-m: Visualization on Accelerators
Contouring and features

Particle Density

Rendering

Advection
and flow

And 
much 
more…
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Libsim

Sim
ulations

GUI / Parallel Management

Base Vis Library
(Algorithm Implementation)

In Situ Vis Library
(Integration with Sim)

Multithreaded Algorithms
Processor Portability
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VTK-m Designed with Portability in Mind

Execution 
Environment

Cell Operations
Field Operations

Basic Math
Make Cells

Control 
Environment

Grid Topology
Array Handle
Invoke

Device 
Adapter

Allocate
Transfer
Schedule

Sort
…

W
orklet

Over-
decompose 
problem into 
small units. Same 
basic algorithm 
can be 
parallelized in 
different ways.

Build an adaption 
layer. (Based on 
Blelloch, Vector 
Models for Data-
Parallel Computing)
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What went well

• Prepare for portability from the start
– Recognize there is a lot of variability between hardware
– Focus on one major push

• There are software libraries to help with this process
– Kokkos, RAJA, …

• Recognize an overhead for portability
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Software Development 
Management
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The Beginnings

• VTK-m started as an Office of Science research project
– Organized across 3 labs, 1 university, and an industry partner

• Starting plan that VTK-m would become production software

• Had the advantage that VTK-m was originally derived from 3 
existing software projects
– Quickly established a base framework to structure contributions

• Established some rough contributing guidelines early
– It is fun to revisit slides from the kickoff describing what was expected



99 Development of VTK-m During ECP

VTK-m Kickoff Slides (November 2014)
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VTK-m Kickoff Slides (November 2014)
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VTK-m Kickoff Slides (November 2014)
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VTK-m Kickoff Slides (November 2014)
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VTK-m Kickoff Slides (November 2014)
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ECP Project Management
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Branchy Workflow Solidified in GitLab Merge Requests

• Only way to contribute to VTK-m is 
through a GitLab Merge Request

• Reviews expected on all MRs

• clang-format enforces conventions

• All tests run for every merge request (CI)

• Contributors don’t need “write access” 
to contribute

– Anyone with a GitLab account can fork 
the repo and submit an MR

– A developer can merge other’s MRs
– Safe way to onboard new developers
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Later Requirement: Safe Deprecation

• Early revisions regularly broke the API
– Necessary for the experimental development we were doing
– As we moved to production and adoption, this became unacceptable

• Needed a way to change the API w/o breaking it in minor 
revisions

• Solution: deprecation mechanism
– Use [[deprecated]] modifier (in C macros) to mark old functionality

• Use of deprecated features gives compiler warning that points to replacement
– Any new functionality needs a new name or overload
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CI Improvement: Build and Run on OLCF

• ECP worked to provide access to Spock, Crusher, and Frontier

• There are still barriers; the implementation needs babysitting



1818 Development of VTK-m During ECP

CI Improvement: Performance Testing

• Most tests just verify the result is correct, 
but does not ensure that performance 
does not drop

• We recently added a special job that 
runs a select set of benchmarks

• Performs a null-hypothesis test against 
previous run execution time with a 
threshold of 95% failure

• Not perfect
– A wide tolerance to avoid false positives
– The number of things tested is limited
– Times of code in containers on shared 

devices can be janky



Helpful Features
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Early Feature: Cross Platform Support

• Builds across systems supported by CMake

• Although GPUs were a focus, intentionally focused on others
– Worked on CPUs, even in serial

• Can develop on laptop, deploy on HPC
• Careful structure to protect most code from parallel race 

conditions
– Majority of debugging can happen on deterministic serial devices
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Comprehensive Documentation



2222 Development of VTK-m During ECP

Comprehensive Documentation
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Comprehensive Documentation



Porting Ordeals
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Setting up for Success

• It is best to prepare for porting at the start

• Use software libraries for this purpose (e.g. Kokkos, RAJA)
– Share the burden of porting

• On a brand-new system, get ready to encounter things that 
are broken or dysfunctional
– These are very difficult to find because the problem is not in your code

• Have a working relationship with engineers from the vendor
– It may not be possible to find errors without them
– Even if you find errors, some may be beyond your capability to fix
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What Went Awry: The Virtual Methods Saga

ArrayHandle

Get(index)
Set(index, value)

float-3 AoS

Get(index)
Set(index, value)

double-3 SoA

Get(index)
Set(index, value)

float-2 outer product

Get(index)
Set(index, value)

x0,y0 x1,y0 x2,y0 x3,y0 x4,y0

x0,y1 x1,y1 x2,y1 x3,y1 x4,y1

x0,y2 x1,y2 x2,y2 x3,y2 x4,y2

x0,y3 x1,y3 x2,y3 x3,y3 x4,y3

x0 x1 x2 x3 x4

y0

y1

y2

y3

x0 x1 x2 x3 x4 …

y0 y1 y2 y3 y4 …

z0 z1 z2 z3 z4 …

x0,y0,z0 x1,y1,z1 x2,y2,z2 x3,y3,z3 …
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What Went Awry: The Virtual Methods Saga

ArrayHandle

Get(index)
Set(index, value)

float-3 AoS

Get(index)
Set(index, value)

double-3 SoA

Get(index)
Set(index, value)

float-2 outer product

Get(index)
Set(index, value)

x0,y0 x1,y0 x2,y0 x3,y0 x4,y0

x0,y1 x1,y1 x2,y1 x3,y1 x4,y1

x0,y2 x1,y2 x2,y2 x3,y2 x4,y2

x0,y3 x1,y3 x2,y3 x3,y3 x4,y3

x0 x1 x2 x3 x4

y0

y1

y2

y3

x0 x1 x2 x3 x4 …

y0 y1 y2 y3 y4 …

z0 z1 z2 z3 z4 …

x0,y0,z0 x1,y1,z1 x2,y2,z2 x3,y3,z3 …

CPU: Virtual Methods
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What Went Awry: The Virtual Methods Saga

ArrayHandle

Get(index)
Set(index, value)

float-3 AoS

Get(index)
Set(index, value)

double-3 SoA

Get(index)
Set(index, value)

float-2 outer product

Get(index)
Set(index, value)

x0,y0 x1,y0 x2,y0 x3,y0 x4,y0

x0,y1 x1,y1 x2,y1 x3,y1 x4,y1

x0,y2 x1,y2 x2,y2 x3,y2 x4,y2

x0,y3 x1,y3 x2,y3 x3,y3 x4,y3

x0 x1 x2 x3 x4

y0

y1

y2

y3

x0 x1 x2 x3 x4 …

y0 y1 y2 y3 y4 …

z0 z1 z2 z3 z4 …

x0,y0,z0 x1,y1,z1 x2,y2,z2 x3,y3,z3 …

CPU: Virtual Methods GPU: Templated Class
ArrayHandle<type,size,storage>
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What Went Awry: The Virtual Methods Saga

template<typename AT1>
void MyAlgorithm(AT1 array1);

AT1
float-3, AoS

array1
type: float-3, AoS

Instantiation
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What Went Awry: The Virtual Methods Saga

template<typename AT1>
void MyAlgorithm(AT1 array1);

AT1
?

Files

ParaView

array1
type: ?

Instantiation
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Potential Solutions
• Use virtual methods on the GPU

– I recommend from experience not doing this!
– Virtual methods are not always supported (e.g., SYCL)
– Even when supported, they have serious limitations that limit their effectiveness
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Potential Solutions
• Use virtual methods on the GPU

– I recommend from experience not doing this!
– Virtual methods are not always supported (e.g., SYCL)
– Even when supported, they have serious limitations that limit their effectiveness

• Make instantiations of every possible template instantiation
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What Went Awry: The Virtual Methods Saga

template<typename AT1>
void MyAlgorithm(AT1 array1);

AT1
float-1, AoS
float-3, AoS
float-3, SoA
float-3, prod
double-1, AoS
…

Files

ParaView

array1
type: ?

Instantiations
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What Went Awry: The Virtual Methods Saga

template<typename AT1, typename AT2>
void MyAlgorithm(AT1 array1, AT2 array2);

AT1 AT2
float-1, AoS
float-3, AoS
float-3, SoA
float-3, prod
double-1, AoS
…

float-1, AoS
float-1, AoS
float-1, AoS
float-1, AoS
float-1, AoS

float-1, AoS
float-3, AoS
float-3, SoA
float-3, prod
double-1, AoS
…

float-3, AoS
float-3, AoS
float-3, AoS
float-3, AoS
float-3, AoS

Files

ParaView

array1
type: ?

array2
type: ?

Instantiations
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Potential Solutions
• Use virtual methods on the GPU

– I recommend from experience not doing this!
– Virtual methods are not always supported (e.g., SYCL)
– Even when supported, they have serious limitations that limit their effectiveness

• Make instantiations of every possible template instantiation
– We had some templates that required thousands of instantiations
– Very slow to compile and very memory intensive, especially with device compilers
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Potential Solutions
• Use virtual methods on the GPU

– I recommend from experience not doing this!
– Virtual methods are not always supported (e.g., SYCL)
– Even when supported, they have serious limitations that limit their effectiveness

• Make instantiations of every possible template instantiation
– We had some templates that required thousands of instantiations
– Very slow to compile and very memory intensive, especially with device compilers

• JIT compilation
– We did not try this



3737 Development of VTK-m During ECP

Potential Solutions
• Use virtual methods on the GPU

– I recommend from experience not doing this!
– Virtual methods are not always supported (e.g., SYCL)
– Even when supported, they have serious limitations that limit their effectiveness

• Make instantiations of every possible template instantiation
– We had some templates that required thousands of instantiations
– Very slow to compile and very memory intensive, especially with device compilers

• JIT compilation
– We did not try this

• Assume the type, have a fallback
– Fallback 1: Copy to a known type
– Fallback 2: Make a general type (e.g., flexible indexing that does some arithmetic to 

find memory locations)
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Universal Array Access with Strides

float-2 AoS float-2 SoA float-2 outer product

x0,y0 x1,y0 x2,y0 x3,y0 x4,y0

x0,y1 x1,y1 x2,y1 x3,y1 x4,y1

x0,y2 x1,y2 x2,y2 x3,y2 x4,y2

x0,y3 x1,y3 x2,y3 x3,y3 x4,y3

x0 x1 x2 x3 x4

y0

y1

y2

y3

x0 x1 x2 x3 x4 …

y0 y1 y2 y3 y4 …

…

x0,y0 x1,y1 x2,y2 x3,y3 …

float strided
Stride: 1, Offset 0,

Div: 1, Mod: 0

…

float strided
Stride: 2, Offset 1,

Div: 1, Mod: 0

…

float strided
Stride: 1, Offset 0,

Div: 4, Mod: 0
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Getting an Unknown Array from an Abstract Object

ArrayHandle???

Get(index)
Set(index, value)

UnknownArrayHandle
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Getting an Unknown Array from an Abstract Object

ArrayHandleStride

Get(index)
Set(index, value)

UnknownArrayHandle
ArrayHandleStride

Get(index)
Set(index, value)

ArrayHandleStride

Get(index)
Set(index, value)



Final Remarks
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High Performance Software Foundation (HPFS)

• Formed at the close of ECP to help stewardship of software

• Provides a neutral hub for high-performance software projects
– Builds, promotes, and advances a portable software stack for HPC

• We joined the HPSF under the rebranding Viskores
– Renaming required to avoid trademark issues

• We expect to transition the software over the next year
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Summary

• Build tests early, test often!
– The longer a problem goes, the harder it is to fix
– Tests are worth it even in “research” code

• Use pull/merge requests

• Regular informal meetings go a long way to compensate for 
lack of formal development methods
– More generally, pick and adapt agile practices that benefit you

• If you care about compute throughput, use a porting layer

• Beware: some of the most basic design patterns get tricky in a 
restricted GPU environment
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For More Information Visit http://m.vtk.org

The upper left image is of an idealized Inertial Confinement Fusion (ICF) simulation of a Rayleigh-Taylor instability with two fluids mixing in a spherical geometry.

http://m.vtk.org/
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